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ABSTRACT 
 
The Proceedings will be published by the CIMNE The 
area-to-mass dependence of the forces and torques 
caused by aerodynamic drag implies that aerodynamic 
accelerations are a function of a body’s characteristic 
length.  This suggests that an extremely small body can 
efficiently aerobrake and aerocapture in the presence of 
an atmosphere.  Likewise, aerothermal and radiative 
heat transfer scales according to characteristic length, 
such that sufficiently small bodies maintain lower 
quasi-equilibrium temperatures throughout an entry 
manoeuvre.   
 
Seeking to capitalize off of this unique feature of 
length scaling, the Space Systems Design Studio at 
Cornell University is developing an extremely small 
spacecraft dubbed “Sprite.” Simulations suggest that 
these low-cost spacecraft can re-enter Earth’s 
atmosphere from a LEO orbit while maintaining a low 
enough temperature to continuously transmit data.  The 
current printed circuit board prototype captures all of 
the intended functionality in the target application-
specific integrated circuit.   
 
1. INTRODUCTION 
 
Extremely small bodies in space sometimes experience 
qualitatively different orbits than larger bodies.  It turns 
out that two-body Keplerian orbital mechanics can fail 
to describe many recent observations of interplanetary 
dust particles, whose characteristic sizes are on the 
order of tens of microns.  Dust can be ejected from our 
solar system by solar radiation pressure [1,2,3], 
captured or ejected from Jupiter’s and Saturn’s rings by 
electromagnetic effects [4,5], and aerocaptured onto 
Earth’s surface without the bright hypersonic ablation 
characteristic of larger meteors [6,7].  These effects 
occur because of an inherent length-dependence for 
many environmental phenomena.  This paper asks 
whether systems designers can exploit such small-body 
effects to enable ablation-free aerobraking, 
aerocapture, and re-entry.  A swarm of such spacecraft 
could offer distributed sensing applications, including 
real-time global studies of the atmosphere.   
 

In pursuit of this and similar questions, Cornell 
University’s Space Systems Design Studio is actively 
developing an extremely small spacecraft prototype 
dubbed Sprite.  Sprite could roughly be called a 
“spacecraft-on-a-chip”.  This architecture reproduces 
all of the traditional spacecraft hardware on a single 
semiconducting substrate that is packaged for 
deployment into the space environment.  The expected 
dimensions for the target application specific integrated 
circuit package are 1 cm x 1 cm x 25 μm. 
 
A number of organizations have focused on developing 
these technologies [8,9,10,11,12,13,14,15].  Barnhart 
[8] provides an historical summary of these efforts.  
The motivation for these research efforts follows from 
the observation that small components and systems on 
spacecraft offer significant savings in size, mass, and 
power—three budgets that are particularly expensive 
on a spacecraft.  The trend towards incorporating more 
and more microfabricated components in spacecraft 
has already had important impacts in the community: 
increased accessibility to space, faster development 
and deployment cycles, the potential for highly 
distributed sensing missions, and a reduced emphasis 
on survivability.   
 
This paper seeks to consider an additional benefit of 
smaller spacecraft size, unique re-entry dynamics.  In 
the context of length-scaling, it will address the Earth 
re-entry problem for a small silicon rectangular chip 
and offer designs and technologies that enable 
survivable and operational descent.  Finally, it will 
describe the Sprite design and offer current fabrication 
progress. 
 

2. SYSTEM MODELING 
 
This section derives the equations of motion for a 
spacecraft-on-a-chip orbiting in an atmosphere.  It 
considers translational motion, rigid-body motion, as 
well as thermodynamics.   

2.1 Spacecraft-on-a-Chip Geometry 
 
The spacecraft-on-chip architecture is taken to be a 
thin, square, flat plate as illustrated in Fig. 1.  A set of 



right-handed, plate-fixed, orthogonal axes ( ), ,1 2 3b b b  
are shown in figure, with b3 oriented normal to the 
plate’s surface.  The base of the plate is a semi-
conductor with thin deposited layers of metals and 
metal-oxides.  The thickness d is taken to be much 
smaller than the side-length l 
 

d  l. 
 

The cross-sectional area is then AC = l2, and the surface 
area is AS = 2l2.  Given a material density ρm, the 
plate’s mass is m = ρml2d.  The inertia is biaxial and can 
be represented in b axes with 
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Fig. 1.  Spacecraft-on-a-Chip square flat plate 
geometry. 

2.2 Aerodynamic Drag and Lift Forces 
 
Aerodynamic drag and lift result from the cumulative 
molecular interactions between the plate and the 
atmosphere.  Each of these interactions involves an 
exchange of momentum, and therefore can be modeled 
as a net force.  The standard model for the drag FD and 
lift FL components of these forces are given by [16] 
 
  21 ˆ

2 D C AA vκ ρ= −DF v  (2) 

 
 21 ˆ

2 L C AA vκ ρ=LF L . (3) 

 
The magnitude of each force is a function of a the 
cross-sectional area; the local atmospheric density ρA, 
which encapsulates a strong dependence on altitude; 
the plate’s velocity v squared; and a dimensionless 
coefficient (κD, κL).  Aerodynamic drag acts opposite 
the direction of motion ( )v̂− , removing kinetic energy 

and angular momentum from the plate’s motion.  By 
convention, aerodynamic lift is taken to act along L̂ , a 
vector perpendicular to v̂  and in the plane of FD and 
b3, as illustrated in Fig. 2.  The simpler two 
dimensional case shown in Fig. 3 is considered in this 
paper. 

 

Fig. 2.  Three dimensional orientation of lift and drag 
forces on a flat plate in a fluid flow 

 

Fig. 3. Two dimensional orientation of lift and drag 
forces on a flat plate in a fluid flow 

The coefficients of drag κD and lift κL account for the 
surface interactions between the plate and the 
atmospheric molecules.  To describe these interactions, 
this research adopts a simple hyperthermal free-
molecular flow model given by Storch [17], which 
ignores spinning and tumbling body effects.  In free-
molecular flow, the atmosphere is treated as a grouping 
of individual molecules with statistical properties, 
rather than as a continuum.  As individual molecules 
impact the plate, they exchange a portion of their 
momentum (a process called molecular 
accommodation) before being reflected diffusely or 
specularly away from the surface.   
 
A flat plate can be thought of as an airfoil because its 
drag and lift coefficients vary with attitude.  Here, the 
so-called angle-of-attack γA is referenced to b3, 

ˆcos Aγ = ⋅3b v .  In terms of this angle, Storch’s equations 
for κD and κL are  [17] 
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The dimensionless coefficients ηn and ηt model the 
molecular accommodation in the plate’s normal and 
tangential directions.  These coefficients vary with both 
the surface properties and the atmospheric properties.  
The normal component of the thermal velocity of 
molecules escaping the plate’s surface vw is given by 
[17] 
 

2w
Tv πΓ

= , (6) 

 
where Γ is the local specific gas constant and T is the 
surface temperature of the plate.  Taking T as the local 
atmospheric temperature and using circular LEO 
velocities yields characteristic values for vw/v of 
roughly 0.05.  Fig. 4 plots Eq. 4 and 5 over angle-of-
attack for these sample conditions.  Positive lift is 
associated with ( )ˆ ˆcos 0⋅ >LF r .  Both coefficients go to 

zero at ˆ ⊥ 3v b , the equilibrium attitude.  At ˆ ⊥ 3v b  there 
is no lift, and drag is maximized, especially since the 
full square area is leading.  Ballistic re-entry is 
characterized by zero lift throughout the maneuver.  As 
seen in Fig. 4, lift is zero in the face-on (γA = 0) and 
edge-on (γA = ±90o) plate attitudes.   
 
Storch’s model assumes the thickness of the plate is 
negligible, such that there is negligible lift or drag 
force in the equilibrium edge-on attitude.  Here, the 
model is augmented to include the small drag force 
associated with the thin leading edge.  This special case 
uses κD(γA = 0) and AC = ld.  
 
Finally, the orbital equation of motion for the plate 
throughout atmospheric entry is  
 
 ( )2

1ˆ
r m
μ

= − + +D Lr r F F  (7) 

 
where μ is the planetary gravitational constant and r is 
the position vector with magnitude r and direction r̂ .  
By Newton’s third law, the aerodynamic forces are 
divided by the plate’s mass to produce the relevant 
accelerations. 

 

Fig. 4. Drag and lift coefficients vs. angle-of-attack for 
a flat plate in hyperthermal free-molecular flow with ηn 

= ηt = 0.7 and vw/v = 0.05 [17].   

2.3 Aerodynamic Drag and Lift Moments 
 
Given that the plate is much larger than the mean 
distance between the atmospheric molecules, the net 
collisions forces (F = FD + FL) can be modeled as a 
pressure.  This pressure can be said to act at a point, the 
center of pressure δCP 
 

  ( )⋅
= ∫

∫
CP

F δ dδ
δ

δdδ
 (8) 

 
where δ is a measurement of position taken with 
respect to the plate’s center-of-mass.  For a plate 
geometry, the net force acts through the center of mass.  
That is, the force should be torque-free.  In practice 
however, any arbitrarily small dislocation of δCP will 
cause a torque of the form 
 
 

CPτ = δ × F . (9) 
This dislocation could result from imprecision in 
manufacturing processes, uneven surface corrosion, or 
uneven flow properties.  It could even be intentionally 
added to produce a known stable equilibrium.  In 
equilibrium τ = 0, a case that is satisfied if F = 0 or δCP 
|| F.  The latter case offers the flight realizable 

situation.  This solution is stable if ( )ˆ ˆ⋅ <CPδ v 0
, which 

implies that the center-of-mass is “upwind” of the 
center-of-pressure.  Fig. 5 illustrates this situation with 
an edge-on attitude.  The center-of-pressure is the 
geometric center of the plate.  In this figure, the center-
of-mass has been moved left of this point, so that the 
center-of-mass is “upwind”.  Small deviations about 
this equilibrium are stable, as shown in the cases where 



the plate is pitched clockwise and counterclockwise.  
In both of these cases, the restoring torque acts 
opposite the pitch.   

 

Fig. 5.  Stable equilibrium with center-of-mass 
“upwind” of center-of-pressure. 

Euler’s equation gives the attitude equation of motion 
in terms of angular velocity ω  
 
 ( )d

dt
= ⋅τ I ω , (10) 

 
where d/dt is the time derivative in an inertial frame.  
For a plate with constant inertia, the equation of motion 
becomes  
 
 ⋅ = × ⋅ −I ω ω I ω τ . (11) 
 
Here, the torque is a function of attitude as modeled in 
Eq. 9.  Taken in terms of the one dimensional attitude 
depicted in Fig. 5, the first order, single variable 
equation of motion is 
 

12I θ τ= . (12) 
 
 
2.4 Aerothermodynamics 
 
As atmospheric molecules impact the plate, they 
exchange energy as well as momentum.  The plate’s 
kinetic energy is essentially converted to thermal 
energy through this interaction.  A spacecraft 
manoeuvre, particularly re-entry, must consider this 
heat, because the heat rate or the total heat load can 
destroy components.   
 

This analysis adopts a simple aerothermodynamic 
model that treats the plate as a single thermal element 
subjected to convection and radiation.  The convection 
model based off of the seminal convection model by 
Allen and Eggers [18], but also incorporates aspects of 
a model by Koppenwallner, Fritsche, and Lips [19] 
developed for the re-entry of small orbital debris.  It 
also assumes the so-called Reynolds analogy [20], 
which poses restrictions on its validity at especially 
high speeds.  Despite these restrictions, the simple 
model adopted here is useful for developing intuition 
about re-entry thermal loading and its dependence on 
length scales. 
 
Aerothermal convection is assumed to take the form 
[18] 
 
 31

2c C AQ C A vρ=  (13) 

 
The heat imparted by convection Qc (in units of J/s) is 
a function of the skin friction coefficient C.  This 
coefficient is a function of the local fluid flow 
properties, which here are accounted for using two 
aerodynamic similarity parameters: the Knudsen 
number Kn and the Reynolds number Re.   
 
The Knudsen number relates the length scale of the 
plate to the length scale of the local atmospheric 
molecules.  It determines whether the flow can be 
described best with continuum mechanics or statistical 
mechanics of the local atmospheric molecules [21] 
 
 AKn

l
ς

= . (14) 

 
where ζA is the local mean free path.  The Reynolds 
number relates inertial and viscous forces and assesses 
turbulence [22]  
 
 A

A

v lRe ρ
μ

=  (15) 

 
where μA is the local atmospheric fluid viscosity.   
 
At each time point, the local flow is characterized, first 
by Knudsen number and second by Reynolds number.  
The appropriate model of skin friction coefficient is 
then evaluated and used to determine the convection 
heat flow Qc.  
 
 
 
 
 



The following algorithm is used to find the local, 
instantaneous skin friction coefficient: 
 

10Kn >   Free Molecular Flow [19] 

 2FMC =  

10 0.1Kn> >  Transitional Flow [19] 
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0.1 Kn>   Continuum Flow [21] 

 2300Re >  Turbulent Flow  

0.20.0592CC Re−=  

2300Re <  Laminar Flow 

0.50.664CC Re−=  
 
 
The plate is also modelled as being capable of radiating 
heat Qrad to and from its surroundings.  The Stephan-
Boltzmann law gives the thermal power emitted from 
the plate’s surface at temperature T to its surroundings 
at temperature TS [23] 
 
 ( )4

rad S SQ A T Tσξ= − − . (16) 

 
The emissivity ξ describes the radiation efficiency of 
the plate’s geometry and material.   
 
Given these models for heat transfer, the temperature 
of the plate with specific heat capacity cp follows the 
first-order differential equation 
 
 c rad

p

Q QdT
dt m c

+
= . (17) 

 
This equation can be integrated along the flight path of 
the plate to give a temperature time-history and assess 
survivability. 
 

3. LENGTH SCALING 
 
The square plate geometry design has only two degrees 
of freedom: length and thickness.  In an effort to 
identify each dimension’s impact on performance and 
survivability, this section considers length-scaling in 
the above aerodynamic and thermodynamic models.   
 
 

3.1 Length Scaling in Translational Accelerations 
 
The value of interest, aerodynamic acceleration, 
depends on the plate’s cross-sectional area-to-mass 
ratio AC/m 
 2

2

1C

m m

A l
m dl dρ ρ

= = . (18) 

 
As the product (ρmd) is reduced, the AC/m ratio 
increases with an inverse-power law.  Therefore, for a 
fixed material density, the plate’s thickness is the 
critical parameter for determining the acceleration 
associated with aerodynamic forces.  The inverse of 
this ratio appears in the commonly used ballistic 
coefficient, defined to be a ratio of inertia to 
aerodynamic drag [19] 
 
 m

D C D

dm
A

ρβ
κ κ

≡ = . (19) 

 
This ratio determines a body’s drag-limited lifetime in 
LEO.  Low values of β correspond to satellites whose 
orbits are highly affected by atmospheric drag, and 
consequently deorbit more quickly than bodies with 
high β.  Typical spacecraft have ballistic coefficients 
on the order of 10 to 100 kg/m2 [24].  The ballistic 
coefficient also drives a body’s terminal velocity 
 
 2

T
A

gv
ρ β

= . (20) 

 
 
3.2 Length Scaling in Rotational Accelerations 
 
The attitude or rigid-body equation of motion gives 
aerodynamic angular accelerations as 1−I τ .   The 
torque, given in Eq. 9 is roughly a function of ACl.  The 
magnitude of the angular accelerations are then 
proportional to 1

m l dρ
.  As the length and thickness of 

the plate are reduced, the angular accelerations 
associated with aerodynamic torques increase in 
magnitude.   
 
3.3 Length Scaling in Aerothermodynamics 
 
The heat models Qc and Qrad are both a function of area 
explicitly.  In terms of the quantity of interest, the 
temperature, the heat transfer rates are divided by 
mass.  So in the case of radiation, Qrad depends on the 
plate’s surface-area-to-mass AS/m 
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2 2S
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A l
m dl dρ ρ

= = . (21) 

 



In the case of forced convection, the length-
dependence is a function of the flow regime as well.  
The flow regime is determined by the Knudsen 
number, which is proportional to l-1.  In free molecular 
flow, Qc depends on AC/m and therefore d-1.  In 
continuum flow, the skin friction coefficient depends 
on powers of Re.   
Laminar flow results in 1.5

cQ l∝  and 
0.5

1

m

dT
dt dlρ

∝ . 

Turbulent flow results in 1.8
cQ l∝  and 

0.2

1

m

dT
dt dlρ

∝ .  

Recognizing that t l , both thickness and side-length 
are relevant design parameters when considering 
thermal survivability in continuum flow.  When 
considering radiation or free molecular flow, thickness 
is the only critical parameter.  
 
3.4 Survivability of Dust Grains 
 
If a body is small enough, it may be capable of 
decelerating and radiating heat efficiently enough to 
maintain a survivable temperature.  Indeed, this 
phenomenon is observed in nature [6,7].  Each year, 
thousands of metric tons of small interplanetary dust 
particles reach the Earth’s surface unaffected while 
larger meteoroids ablate as meteorites [25]. 
 
The key to a dust grain’s low-temperature entry is the 
altitude range in which its entry velocity is primarily 
reduced.  Thanks to a high sensitivity to aerodynamic 
drag, some dust grains decelerate in the upper 
atmosphere where free-molecular flow heating occurs.  
Here, the atmospheric density is low enough that the 
product of ρv3, which occurs in the aerothermal heating 
model, doesn’t reach ablative values [26].  By the time 
that the dust grain reaches the thicker continuum 
atmosphere, its velocity is at or near terminal velocity, 
a value that typically low for dust.   
 
The chip architecture is similar to a dust grain, in that it 
achieves high A/m.  However, one key difference is 
that dust grains have a small characteristic length in the 
fluid flow properties, specifically the Knudsen number.  
For a flat plate in the flow, the side-length is the 
applicable characteristic length.  This means that the 
plate will enter continuum flow much sooner than a 
dust grain, for the same altitude and velocity profile.    
 
4. RESULTS 
 
The three equations of motion (Eqs. 7, 12, and 17) 
have been simulated for a variety of cases.  Each 
simulation uses the US 1976 Standard Atmosphere 
Model [27] for local atmospheric properties.  Other 
parameters are listed in Table 1.  The material of the 
plate is taken to be silicon.  The initial orbit is taken to 
be a circular orbit in the plane of Earth’s equator, with 

an altitude of 350 km.  The end condition is taken to be 
an altitude of 10 km above Earth’s surface.  Many 
electronic components can survive and operate at 
temperatures up to 100oC, so this is taken to be the 
survivability limit. 
 

Table 1. Parameters used in Simulations 

Parameter Value  

ρ 2330 kg/m3 [28] 
ζ 0.85 
cp 678 J/(kg K) [28] 
h0 350 km  
v0 7697.0 km/s  
TS 255 K [29] 
μ 398658.366 km3/s2  

 
4.1 Parametric Search 
 
Two parametric searches were employed in an effort to 
assess the design space of survivable plate dimensions 
for ballistic re-entry.  The simulations each assume that 
the plate maintains a fixed attitude, γA =  90o or 0o.  
These attitudes represent edge-on and face-on ballistic 
re-entries respectively, and represent bounding 
conditions.  That is, Section 2.3 argues that the edge-on 
heading is stable, and therefore the face-on heading 
represents an unlikely but possible worst-case heading.  
The simulations each test a different choice of side 
length, thickness, and orientation.  Side length l is 
varied between 0.5 cm and 10 cm and the thickness d is 
varied between 25 μm and 1 mm, for a total of 286 
simulations.  
 
Fig. 6 and Fig. 7 give the results of the maximum 
temperature that each simulation reaches for the face-
on and edge-on attitudes.  The maximum temperature 
is dependent strongly on both side length and 
thickness.  The simulations using a face-on heading do 
not yield survivable maximum temperatures.  
Simulations for the edge-on heading show much lower 
temperatures, with large dimensioned plates 
maintaining an equilibrium temperature of Ts  due to 
thermal radiation from the Earth.   



Fig. 6. Maximum temperature during re-entry 
manoeuvre for the face-on attitude. 

Fig. 7. Maximum temperature during re-entry 
manoeuvre for the face-on attitude. 

 
4.2 Sprite Re-Entry Simulations 
 
The parametric searches suggest that the target Sprite 
architecture of l = 1 cm and d = 25 μm can survive an 
edge-on re-entry, though larger dimensions are 
possible and even beneficial.  Focusing on this choice 
of dimensions, the face-on and edge-on cases are 
evaluated more carefully in an effort to describe the 
key differences between the two headings.   
 
Fig. 8 through Fig. 11 give relevant results for the face-
on heading.  This heading yields AC/m = 17.2, AS/m = 
34.3, and β = 0.02.  The total re-entry process takes 
only 5 hr.  Immediately after beginning the simulation, 
the plate’s altitude rapidly drops, reaching a peak drag 
acceleration of about 100 m/s2.  The peak temperature 

of 300oC occurs with the peak drag acceleration at an 
altitude of approximately 150 km.  At other times, the 
thermal radiation of the Earth keeps the steady state 
temperature at the assumed value of Ts = -18oC.  The 
Knudsen number time-history shows that peak heating 
occurs during the free molecular flow regime and 
transitional flow regime. The Reynolds number time-
history suggests that the continuum flow stays laminar.   
 
Fig. 12 to Fig. 16 give time histories for the edge-on 
re-entry maneuver.  This heading yields AC/m = 0.043, 
AS/m = 34.3and β = 9.0.  The lower value of AC/m 
causes the re-entry to take 322 hours, during which 
time it reaches a peak temperature of only 28oC.  The 
magnitude of drag acceleration is reaches almost 100 
m/s2, but occurs during turbulent continuum flow 
conditions, when the heat transfer is lower than the free 
molecular flow case.  The key difference between the 
two orientations appears to be the flow conditions at 
which maximum deceleration occurs.  This essentially 
depicts the difference between the entry of dust and the 
entry of typical spacecraft systems.  The face-on 
attitude re-enters in the free-molecular flow regime, as 
dust does.  As a result, it only heats to a few hundred 
degrees Celsius, rather than the thousands of degrees 
typical for re-entry systems.  The edge-on attitude 
enters more slowly, during which time it experiences 
maximum heating in the continuum regime.  The edge-
on attitude experiences low temperatures because it is 
decelerates at lower rates.   
 
The assumption that the Sprite can be treated as single 
thermal element may give unreasonable results for the 
edge-on architecture.  The leading edge will likely be 
subjected to the vast majority of the aerothermal heat 
input, and this could lead to localized temperatures 
exceeding the results presented here.   
 

Fig. 8.  Altitude time history for a face-on re-entry 
of the target Sprite. 



Fig. 9. Drag acceleration and velocity time 
histories for a face-on re-entry of the target Sprite. 

Fig. 10. Temperature time history for a face-on re-
entry of the target Sprite. 

Fig. 11. Knudsen and Reynolds number time 
histories for a face-on re-entry of the target Sprite. 

Fig. 12. Altitude time history for an edge-on re-
entry of the target Sprite architecture. 

Fig. 13. Velocity time history for an edge-on re-
entry of the target Sprite. 

Fig. 14. Drag acceleration time history for an edge-
on re-entry of the target Sprite. 



Fig. 15. Temperature history for an edge-on re-
entry of the target Sprite. 

Fig. 16. Knudsen and Reynolds number time 
histories for an edge-on re-entry of target Sprite. 

 
5. SPRITE SPACECRAFT DESIGN 
 
The earliest Sprite prototypes have focused on three 
primary subsystems: structure, power, and 
communications.  The current printed-circuit-board 
(PCB) version reproduces the desired functionality 
using commercial off-the-shelf components.  Each 
aspect of this first design, shown in Fig. 17, is traceable 
to a smaller target size of 1 cm x 1cm x 25 μm.   
 
5.1 Structure 
 
The structure must mechanically support the functional 
components within the target form factor.  The PCB 
prototype measures 3.8 cm x 3.8 cm and has been 
manufactured using standard PCB techniques onto a 
1.5mm thick FR-4 substrate.  The back side of the 
structure serves as a ground plane for the electronics 

and antenna.  The total mass is 8 grams, resulting in a 
maximum cross sectional AC/m of 0.18 m2/kg.  The 
objective Sprite is a thin ASIC architecture.  Table 2 
gives the relevant parameters for the current PCB and 
objective ASIC Sprite structures.   
   

Table 2. Sprite Structural Parameters 
 Current PCB Objective Units 
l 3.8 1 cm 
m 8 0.0075 gm
d 1.5 0.025 mm 
I12 1.925 x 10-5 1.25 x 10-10 kg·m2 
I3 9.627 x 10-6 6.25 x 10-11 kg·m2 

 
5.2 Power 
 
Power is sourced using a total of seven solar cells for 
operation.  The power requirements of the 
communications hardware would require too many 
cells to maintain the required form factor; so, the 
design uses “bursty” operation.  Six of the solar cells 
charge a 20 μF storage capacitor.  When this capacitor 
is charged to roughly 30 V, the energy discharges 
through a filtered DC-DC power converter.  This 
operation is controlled by a comparator sourced by the 
seventh solar cell.  The output of this power converter 
is a 3.3V square wave made available to the 
communications subsystem.  This power is sufficient to 
boot up the communications hardware and transmit a 
beacon signal.   
 
Fig. 18 and Fig. 19 give voltage time-histories for the 
power subsystem’s operation under a sun simulator.  
Fig. 18 shows the voltage across the energy-storage 
capacitor and the filtered voltage from the DC-DC 
power converter.  “In” denotes the voltage time history 
across the energy-storage capacitor.  “Out” denotes the 
voltage from the filtered DC-DC converter.  The 
capacitor requires 1 s to charge up to 29V, after which 
it is discharged down to 17V.  This high voltage 
operation offer increased energy storage for a given 
capacitor, since capacitance goes with voltage-squared.  
Fig. 19 is a close-up of the filtered voltage output.  The 
pulse lasts a total of 18 ms, 2 ms of which are used to 
boot up the transmitter. The remainder of the power is 
used for continuous operation of the communications 
subsystem.  After the pulse stops, the remaining power 
dissipates slowly until the next pulse.  Given that the 
transmitter is powered for 18 ms every 1 s, power 
subsystem offers a duty cycle of 1.8%.  Table 3 gives 
the relevant power subsystem parameters.   

 
 
 
 
 
 



 
 
 
 

 
Fig. 18.  Power subsystem input/output in a sun-

simulator. 
 
 
 
 

 
Fig. 19.  Filtered DC power subsystem output. 

 
 
 

 
 
 
 

Table 3. Sprite Power System Parameters 
Parameter Value Units 
Solar Cells  6  

Voltage 32 V 
Current 50 μA 

Capacitor 20 μF
Min/Max Voltage 18 / 30 V 
Charge Time 1.0 s 
Released Energy 6.4 mJ 

Pulse Length 18 ms 
DC-DC Efficiency  80 % 
Filtered DC Output   

Supply Voltage 3.3 V 
Supply Current 86 mA 

Power Consumption   
Microcontroller Power  -0.6 mA
Transmitter Power -29 mA 

Margin 56 mA 
 
 

5.3 Communications 
 
When activated, a low-power microcontroller powers 
up a transmitter IC and sends instructions to transmit a 
predetermined 16 ms signal at 900 MHz.  The signal is 
clocked using an external quartz oscillator and 
impedance matched to a centerfed half-wave dipole.  
The chief advantage of the dipole antenna selection is 
performance in spite of having a negligible ground 
plane.   
 
Using minimum shift keyed pseudo-random noise 
(PRN) encoding, the system achieves an effective 
matched filter gain of roughly 22 dB.  The transmitted 
signal (a 160 bit PRN sequence) is known by both the 
transmitter and receiver in advance.  This scheme 
enables the receiving station to search for the specific 
binary sequence below the noise floor, as in the case of 
a standard global positioning system signal.  A second 

Fig. 17.  Current large-scale PCB prototype 



advantage is the ability for multiple chips to transmit at 
the same frequency.  The cost of this scheme is a very 
slow datarate.   
 
Table 4 gives the communications subsystem 
parameters. The subsystem transmits a linearly 
polarized signal with 10 mW of effective isotropic 
radiated power.  For a 500 km altitude transmitting to a 
ground station with 18 dB of antenna gain, the 
communications link closes with a 5 dB margin.  The 
carrier-to-noise ratio is 0.07, suggesting that the 
encoded signal is well below the noise floor.  The 
encoded signal has a ratio of received energy-per-bit to 
noise-density (Eb/N0) of 10, implying that the 160 bit 
sequence can be inferred by the ground station, and 
thus it can achieve the 22 dB matched filtering scheme. 
 
 

Table 4. Sprite Communications Parameters 
Parameter Value Units
Transmitter   

Power -20 dBW 
Antenna Gain 0 dB 
Frequency 900 MHz 
Bandwidth 1 MHz 
Pulse Length 16 ms 
Chip Rate 10 kHz 

Orbit   
Altitude 500 km 
Overhead Arc-Length +/- 20 deg 
Free Space Loss -146 dB 
Atmospheric Attenuation -2 dB 

Receiver   
Receiver Gain  18 dB 
Noise Temperature 300 K 
Noise Power -142 dBW 
Polarization Loss 3 dB 

Margin 2 dB 
Received Power -154 dBW 
Carrier to Noise Ratio 0.07  
Matched Filter Gain 22 dB 
Eb/N0 10  
Signal to Noise Ratio 11  

 
6.  CONCLUSIONS 
 
This research considers length-scaling in the 
atmospheric re-entry problem.  It focuses on a 
geometry relevant to spacecraft-on-chip research, a thin 
square plate.  Simulations of the equations of motion 
and the aerothermal heating environment suggest that 
certain choices of side-length, thickness, and plate 
orientation may survive the re-entry without reaching 
high temperatures and ablation.  By considering both 
the stable edge-on plate heading and unstable face-on 
heading, the simulations can roughly bound the plate’s 
dynamic and thermal behaviour.  Results suggest that 

the plate may stay cool enough such that on-board 
electronics could continuously operate through the 
manoeuvre.  This possibility offers new missions 
concepts with applications for high altitude 
atmospheric study.   
 
In pursuit of these types of opportunities, Cornell 
University is developing an extremely small solid-state 
spacecraft architecture known as Sprite.  The program 
is currently prototyping the functionality in a printed 
circuit board package and collaborating with experts in 
microfabrication to move forward with an application 
specific integrated circuit package.  The driving design 
goal is to achieve data transmission over LEO 
distances using Sprite’s low power transmitter.  The 
solution demonstrated here incorporates matched filter 
signal processing techniques to close the link. 
 
This research suggests that small chip-scale spacecraft 
may experience low temperature re-entry by virtue of 
their size only.  Aside from continuing to develop the 
Sprite bus, future efforts will be focused on evaluating 
passive lifting re-entries, refining the aerothermal 
heating model, and considering other planetary 
atmospheres.       
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