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ABSTRACT[footnoteRef:1] [1:  The research was carried out at the Jet Propulsion Laboratory, California Institute of Technology, under a contract with the National Aeronautics and Space Administration. © 2015. All rights reserved.] 


The past few years have been pivotal to the future deep space communications and navigation. Key strategies have moved from planning to development or implementation.

The Deep Space Network (DSN) Aperture Enhancement Project, or DAEP, is adding an additional six 34m antennas to the network. The first of these was completed in 2014.

Deep space optical communications has moved from the laboratory to a successful demonstration with the flight of the Lunar Laser Communications Demonstration (LLCD) at the Moon. This is being followed by the development of the Deep Space Optical Communications (DSOC) terminal, which is likely to fly on the next NASA Discovery mission.

The Universal Space Transponder (UST) implementation project started at JPL last year. The UST will increase radio performance by more than a factor of 10. It is also a software-defined radio, capable of easy reprogramming in flight.

JPL has also developed the IRIS radio for use on CubeSats. It has already been adopted for several future deep space missions. Of course, we are also studying optical communication for CubeSats.

In conclusion, we are entering a new era for deep space communication and navigation with most of the elements reported at IPPW-9 as strategies becoming reality.

1. CURRENT STATUS OF DEEP SPACE COMMUNICATIONS AND NAVIGATION

Since the beginning of space exploration in the late 1950s, communications and navigation have been critical and enabling capabilities. The history of the world’s space missions is intertwined with the development of these capabilities. Advances in capability have enabled ever more demanding missions while the desire for even more missions has spurred technology development in these areas.
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Fig. 1. Deep Space Communications: Trunk Lines

Fig. 1 shows the history of communications capability from deep space to Earth, often called “trunk lines.” Because communications performance is proportional to the inverse of the square of the distance involved, the data in this chart have been normalized so that all the distances are equal to the mean distance between Earth and Jupiter. In this way, we can consider the evolution of the capability itself [[endnoteRef:1]]. [1: .	Yuen J., Deep Space Telecommunications Systems Engineering, Plenum Press, 1983.] 


During the close-to-six-decade time span, communication performance has increased by 13 orders of magnitude. Some of the key technology breakthroughs are indicated on the chart, as well as some more familiar Earth-based system developments to help put things in context.

In addition to these trunk lines, communication in space often involves shorter links between spacecraft, often referred to as “relay links.” Relay links have been integral parts of many planetary probe missions, because they allow the probe to carry less mass and power intensive communication systems, relying on a “mother ship” with a relay radio to provide the ultimate trunk line to Earth.

The 1995 Galileo Jupiter Probe relayed its data through the Galileo Spacecraft at about 1 kbps [[endnoteRef:2]]. In 2004, the Huygens Titan Probe relayed information at about 8 kbps through Cassini [[endnoteRef:3]]. Earlier this year ESA’s Philae 67P/Churyumov Comet lander relayed data at 16 kbps through the Rosetta spacecraft [[endnoteRef:4]]. [2: .	Taylor J, Cheung K-M, and Seo D, “Galileo Telecommunications,” JPL DESCANSO Design and Performance Summary Series, Article 5, 2002.]  [3: .	Taylor J, Sakamoto L, and Wong C-J, “Cassini Orbiter/Huygens Probe Telecommunications,” JPL DESCANSO Design and Performance Summary Series, Article 3, 2002.]  [4: .	Bibring J-P et al., “The Rosetta Lander (“Philae”) Investigations,” Space Science Reviews, Vol 128, Issue 1-4, February 2007.] 


NASA and ESA have operated a Mars Network relay system for some time, supporting the various rovers and landers on the Martian surface. Relay data rates up to 2 Mbps can be supported with this system [[endnoteRef:5]]. [5: .	Edwards C, “Relay Communications for Mars Exploration”, International Journal of Satellite Communications and Networking, 25, 2007.] 
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Fig. 2. Deep Space Navigation

Of course, we also need to steer our spacecraft through deep space. Much of the information to do this comes from careful measurement of the radio communication link. Several radiometric data types (range, Doppler, and angle) are used in the ultimate solution of a spacecraft’s position and trajectory. Fig. 2 shows the history of one of the key figures of merit: “angular accuracy” [[endnoteRef:6]]. Since the 1960s, we have improved this measurement by more than five orders of magnitude.  [6: .	Wood L, “The Evolution of Deep Space Navigation: 1962-1989,” Advanced in the Astronautical Sciences: Guidance and Control 2008, Vol. 131, 2008] 


2. THE GLOBAL SPACE COMMUNITY AND INTERNATIONAL STANDARDS

Another change since the 1950s is that space exploration is, today, a global enterprise. Many nations now participate and the most demanding missions are typically international partnerships. This change has been supported and partially enabled by the effort to emplace international standards – and one of the major forces in this area is the Consultative Committee for the Standardization of Space Data Systems (CCSDS) [[endnoteRef:7]], The CCSDS, which grew out of joint studies by NASA and ESA in the 1980s, began by developing communication standards so that agencies could cross-support one another’s spacecraft. [7: .	Consultative Committee for Space Data Systems (CCSDS) web site,
 	http://public.ccsds.org/default.aspx] 


CCSDS has grown to encompass much of communications, navigation, and mission operations. There are currently 141 published standards, including suggested implementations. 751 space missions have used these standards, issuing in an era of international cross-support. 13 nations participated in the most recent technical meeting, held at the California Institute of Technology in March 2015.

3. FUTURE REQUIREMENTS

How much more will we demand from our deep space systems in the future? This is difficult question, partially because of the intertwining of the technologies with our missions mentioned in Section 1. However, we can examine proposed concepts for future missions that have come from advanced planning activities including National Research Council Decadal Studies (which poll the science community) and similar activities at other space agencies.

JPL performs ongoing trend analyses based on such studies, focusing on missions that would likely involve DSN tracking. Fig. 3 shows a trend for trunk line data rates from a recent analysis.
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Fig. 3. DSN Mission Data Rate Trends

The various traces in the figure show trends for differing mission set assumptions. The figure indicates an order of magnitude increase per decade in communications performance will be likely.

Because the corresponding investments in both flight and ground systems take time, we need to be working on these increases today. In fact, we are.

4.  EARTH STATIONS

One of the long lead-time items is the emplacement of Earth stations that are one end of the trunk lines. We reported on a planned program of DSN antenna construction at IPPW-10 [[endnoteRef:8]]. Since then, this program has become a reality. It will eventually add six 34m antennas to the DSN and then refurbish or replace three additional, older 34m antennas. Last September, NASA completed the first of the new antennas and transferred it to operational use (see Fig. 4.) [8: .	Deutsch L, Erickson J, Adams J, and Vrotsos P, “NASA Space Communications and Navigation Support to Planetary Probe Missions,” International Planetary Probe Workshop, 2012.] 
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Fig. 4. DSS-35, the Newest DSN 34m Antenna in Australia

As of 2013, ESA also has a global deep space communication capability, with 35m stations in Spain, Australia, and Argentina [[endnoteRef:9]]. In addition, the Japanese Space Agency (JAXA) operates a 64m deep space tracking station, the German Space Agency (DLR) operates a 30m station, and the Indian Space Agency (ISRO) operates a 32m station. The Russians have also had deep space tracking capability since the early days of deep space exploration – including 70m antennas. Fig. 5 shows many of these global deep space tracking resources. [9: .	Vassallo E, Martin R, Madde R, and Lanucara M, “European Space Agency's Deep-Space Antennas.” Proceedings of the IEEE, Vol 95, Issue 11, 2007.] 


[image: Macintosh HD:Users:ldeutsch:Desktop:IPPW Paper:Map.jpg]
Fig. 5. Some Global Deep Space Earth Stations

The international standards mentioned above have made this a true global network, capable of operating together to enable deep space missions.

There are plans to expand this network in the future. In addition to five more DSN antennas, JAXA and ISRO have indicated plans on adding to their own capabilities. Several emerging space agencies, including South Korea (KARI) and the United Arab Emirates (UAESA) have also announced plans to build Earth stations for deep space tracking.

It’s not entirely about antenna size, however. Today’s communication from Mars is actually constrained by bottlenecks in spacecraft radios and in the ground station signal processing. Although the physics of the links would allow the Mars Reconnaissance Orbiter (MRO) to operate at about 25 Mbps from closest Mars range, it is constrained to ~5 Mbps.

The DSN will be eliminating part of this bottleneck as part of a new signal processing system called “Common Platform” [[endnoteRef:10]]. The reason for the name is that this system will serve as the next generation radio science and radar receiver as well as processing telemetry. The Common Platform, based primarily on commercial-off-the-shelf hardware, is now in implementation. It will enable reception of data rates higher than 200 Mbps from deep space – assuming the physics also allows them. [10: . Davarian F., “The Deep Space Network in the Common Platform Era: A prototype Implementation at DSS-13,” TTC-2013, Darmstadt, Germany, September 2013. ] 


In addition, the Common Platform is software-defined radio (SDR) so it can be easily reconfigured to implement new kinds of codes and modulations. 

5. SPACECRAFT RADIOS

Several deep space radios exist today, including General Dynamics’ Small Deep Space Transponder (SDST) which is used by most current NASA missions and Thales Alenia’s X/X/Ka Deep Space Transponder. L3 Cincinnati Electronic’s Electra UHF radio provides much of the Mars Network’s relay communications capability [[endnoteRef:11]] along with the QinutiQ MELACOM radio on Mars Express. [11: .	“Deep Space and Secure Transponders,” Technical Note, Thales Alenia Space Italy, 2012.] 


Most of the existing radios have been in use for more than a decade, so their capabilities are being overtaken by the desires of future missions. Hence, several new developments are underway that will lead to a new generation of radios.

NASA/SCaN funded the technology development of the Universal Space Transponder (UST) at JPL. Last year, this radio moved from technology into implementation. The name “Universal” comes from the fact that this radio can function as a near-Earth radio, a deep space trunk line radio, and a relay radio. It is a software–defined radio, using NASA’s Space Telecommunications Radio Standard [[endnoteRef:12]] (STRS.) The NASA-ISRO SAR Mission (NISAR) will be the first user of the UST in 2020. [12: .	“Space Telecommunications Radio System (STRS) Architecture Standard,” NASA STRS-AR-00002.] 
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Fig. 6. The NASA Universal Space Transponder (UST)

The UST uses a slice-based architecture so it can be assembled in various ways to enable different communications bands. By using multiple slices, it can be configured as a multiband radio. For example, it can be UHF/X-band and X/Ka-band to give it deep space trunk line and relay capability at the same time. It will be capable of forward links between 7.8 bps and 20 Mbps and downlinks between 10 bps and 300 Mbps. It will be frequency agile within its bands so it can tune to any channel assignment in flight. Because it is an SDR it will be able to use arbitrary modulations, pulse shaping, and coding. NASA is currently building up a library of STRS waveforms that will be immediately applicable to the UST. Finally, the UST implements advanced radiometric capabilities including pseudo noise (PN) ranging, high bandwidth ranging tones, and open loop recording – all of which will lead to enhanced navigation and radio science.

The development plan for UST includes commercialization of the radio so it will be available from US industry as a standard product.

NASA has also invested in new radio development at the Johns Hopkins University’s Applied Physics Laboratory (APL.) This has led to the Frontier Radio [[endnoteRef:13]]. The Frontier Radio is also a transponding SDR and it too is STRS compatible. It has X-band uplink and both X- and Ka-band downlinks, all in the deep space bands. It can handle up to 1.3 Mbps in uplink and up to 300 Mbps downlink. It also includes PN ranging capabilities. [13: .	Crowne M et al, “Demonstrating TRL-6 on the JHU/APL Frontier Radio for the Radiation Belt Storm Probe Mission,” IEEE Aerospace Conference, 2011.] 
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Fig. 7. APL’s Frontier Radio

JPL has also developed the IRIS radio, which is specifically aimed at deep space nanosats (including CubeSats) [[endnoteRef:14]]. Several deep space NASA CubeSat missions in development are using version 2 of this radio, which implements CCSDS-compatible deep space X-band up and downlinks. Version 3 is currently under development. It will add Ka-band downlink and include a lower power processor. Although IRIS is not an SDR, it is fully configurable before launch and can store multiple selectable functions in memory during flight. These files can be uplinked and replaced modified during flight, giving much the same functionality as an SDR. [14: .	Duncan, C, “Iris Deep Space CubeSat Transponder,” Presentation given at CubeSat Workshop #1, Cal Poly San Luis Obispo, 2014.] 


Clearly, IRIS does not have the same functionality as the UST or Frontier radio in terms of data rates  – but it has a size and mass that easily fits in the smallest CubeSat and also does an excellent job at radiometrics and radio science.

6. OPTICAL COMMUNICATIONS

Communications performance increases with the square of the frequency of the radiation – all else being equal. This is because, for the same size antenna, higher frequencies generate narrower beams, focusing more of the transmitted energy at the receiver. This is the main reason NASA has been funding technology development in optical communications since the 1980s.

JPL demonstrated communications at 2.5 bits per detected photon in the laboratory in 1982. For the next several decades, the technology continued maturing. Recently, JPL demonstrated communications at 13 bits per incident photon in the laboratory [[endnoteRef:15]]. Several space agencies have conducted flight experiments in Earth orbit. [15: .	Farr W, Choi J, and Moison B, “13 Bits per Incident Photon Optical Communications Demonstration,” Proc. SPIE 8610, Free Space Laser Communication and Atmospheric Propagation XXV, 2013.] 


We expect to realize a 10x to 100x advantage over similar size and power radio frequency (RF) communication systems in the first generation optical systems. This is significantly less than the ratio of the squares of the frequencies – but there are other effects that come to bear on the problem. These will be the subjects of future technology developments.

One of the additional advantages of optical communications is that these frequencies are not regulated by the International Telecommunication Union (ITU.) In recent years, world demand for RF bandwidth for the ever-expanding Internet and mobile phone industries has made it harder for space missions in Earth orbit to obtain sufficient RF spectrum to return required science data. Optical communications offers these missions nearly unlimited bandwidth. For this reason, we are seeing the market already opening for low Earth orbiting (LEO) optical communications.

ESA is moving forward with its European Data Relay System (EDRS), which includes optical communications with LEO user satellites [[endnoteRef:16]]. The optical system, developed by TESAT Spacecom and the German Space Agency (DLR) can provide data rates up to 1.8 Gbps between the LEO and GEO platforms. The first launch is scheduled for later this year. [16: .	Hein F et al, “LCT for the European Data Relay System: In Orbit Commissioning of the Alphasat and Sentinel 1A LCTs,” SPIE 9354, Free-Space Laser Communication and Atmospheric Propagation XXVII, 2015.] 


Deep space optical communications requires some additional capabilities. The most obvious is the much lower detected receive power due to the long distances involved. Earth receivers for deep space optical communications need to detect individual photons. Because we use pulse position modulation system in deep space, receivers need to measure the arrival time of these photons very accurately.

NASA reached a major milestone last year in the realm of deep space with the Lunar Laser Communications Demonstration (LLCD) on the Lunar Atmospheric and Dust Environment Satellite (LADEE.) The LLCD system demonstrated sustained communications from the Moon to Earth at rates up to 622 Mbps and up to 20 Mbps from the Earth to the Moon [[endnoteRef:17]]. Three 1m class Earth stations were used: JPL’s Table Mountain Observatory in California, a terminal at White Sands, New Mexico built by MIT’s Lincoln Laboratory, and the ESA station at Tenerife in the Canary Islands. This allowed operational demonstrations of both communications hand-overs and real time weather mitigation. [17: .	Boroson D, Robinson B, Murphy D, Burianek D, Khatri F, Kovalik J, Sodnoik Z and Cornwell D, “Overview and Results of the Luna Laser Communication Demonstrator,” Proceedings of SPIE 8971, Free-Space Laser Communication and Atmospheric Propagation XXVI, 2014.] 


LLCD helped prove the 10x to 100x performance improvement that can be realized by optical systems over RF systems of similar mass and power. The LLCD optical terminal also used technology and algorithms that could be extended to planetary applications – though the equivalent performance from Mars closest distance of this system would have been ~11.5 kbps. In order to achieve the ultimate goal planetary optical communications, we need more powerful systems for both the flight and ground terminals.

At planetary distances, the positions of the transmitter and receiver typically change significantly during the round-trip light time of the communications. This means both terminals need to be able to point ahead to the locations where their targets will be. NASA is now funding the Deep Space Optical Communications (DSOC) terminal. This terminal, which will likely fly on the next NASA Discovery mission around 2021, will demonstrate the remaining capabilities for planetary distance optical communications and also serve as a prototype for subsequent operational flight terminals.
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 Fig. 8. The NASA Deep Space Optical Communications (DSOC) terminal

DSOC has a 22 cm aperture and 4W average power, 640 W peak power, laser transmitter. There will be two Earth terminals for the Discovery demonstration. Uplink to DSOC will be provided by JPL’s 1m telescope at the Optical Communications Telescope Laboratory (OCTL) on Table Mountain, California. The downlink receiver will be the 5m Hale Telescope on Mt. Palomar. DSOC will be transmit at a rate of ~20 Mbps of data at from 1 AU into Palomar at night, which is approximately ten times the performance of the Ka-band radio system on board the Mars Reconnaissance Orbiter (MRO.) 

Though the Palomar telescope will suffice for the demonstration, operations will eventually be supported by dedicated 10-12m Earth stations. Systems studies have already begun to determine the architecture for this, including the required number and sizes of the stations. Although construction of large monolithic or arrayed optical telescopes is a leading candidate, NASA is also investigating the possibility of a hybrid RF/optical system. Such a hybrid could result from installing optical mirrors in the inner 8m or so of a standard DSN 34m beam waveguide antenna. JPL is currently developing a feasibility test of this concept using a small number of mirrors installed on the DSS-13 research and development 34m station at Goldstone.

ESA is also developing concepts for deep space optical communications. Their proposed Asteroid Impact Mission (AIM) would be a possible near-term use of this technology in deep space [[endnoteRef:18]]. AIM, which would attempt to change the orbit of the smaller object in a binary asteroid system, would have an optical terminal for enhanced science data return. They plan to use the same 1m telescope on Tenerife that was used for the LLCD demonstration for the Earth end of the link. [18: .	Galvez A., Carnelli I, Michel, P, Ulamec, S, and Cheng. A, “ESA’s Asteroid Investigation Mission,” European Planetary Science Congress, 2014.] 


NASA has also studied the use of optical communication in deep space relay links. JPL performed a study of an optical terminal that could be installed on a Mars rover and communicate with future Mars orbiter equipped with a similar capability. Such systems could provide at least 20 Mbps on the relay link using a 5 cm telescope on the surface of Mars. Such a terminal could also provide a backup direct-to-Earth link of about 200 kbps into a 12m Earth telescope.

7. NEW DEEP SPACE NACVIGATION TECHNIQUES

We will continue to see the use of radiometric navigation techniques in deep space. All the radios discussed above are capable of one or more of these measurements. However, our current use of radiometrics is so good, that it is no longer the limiting error source for most missions. For example, we can navigate a spacecraft to the top of Mars’ atmosphere so accurately that the major error source for landing is uncertainty in the Martian atmosphere. 

To improve landing accuracy – and safety – it is necessary to control the spacecraft’s descent to the surface. Because the round-trip light time to Earth is too long compared to the decision time for descent correction, this has to be done autonomously on the spacecraft. Autonav has been demonstrated in space missions [[endnoteRef:19]]. And it will more-and-more become a standard tool for applications like pinpoint landing. Terrain-relative navigation (TRN) is being added to our suite of Autonav tools. TRN locates local landmarks and uses them as waypoints in determining the desired spacecraft trajectory. [19: .	Bhaskaran S, “Autonomous Navigation for Deep Space Missions.” Proceedings of SpaceOps, 2012.] 


There is no reason that a spacecraft cannot navigate itself all the way from Earth to its target – assuming, like the great Earth explorers in sailing ships, that we have an accurate clock on board.

With a true atomic frequency standard on a spacecraft, we can make one-way ranging and Doppler measurements, reducing the amount of Earth station tracking time might be required for the mission. 

NASA/JPL is developing the Deep Space Atomic Clock (DSAC) for this reason. DSAC is an offshoot of trapped Mercury ion technology that we developed previously for use in the DSN. DSAC is currently in development as a NASA Technology Demonstration Mission (TDM.) It will be flown as a hosted payload in 2016.
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Fig. 9. The Deep Space Atomic Clock (DSAC) demonstration unit

We can get a spacecraft close to an irregular small body – but we need to understand the body’s gravity field to maintain a good orbit or land on the body.

In this case, we can use radio science measurements of the spacecraft to deduce the gravity field, allowing is to subsequently hone the orbit – and this can be an iterative process. This is what ESA did for the Rosetta spacecraft’s initial encounter with its comet.

With the increasing use of electric propulsion (solar and possible nuclear in the future) spacecraft trajectories can lo longer be characterized as mostly ballistic mingled with short pulses of propulsion. We are developing navigation tools that take into account the constant acceleration of our electric spacecraft.

8. THE ROLE OF NANOSATS IN PLANETARY PROBE MISSIONS

We define “nanosats” to be spacecraft with a mass between 1 and 10 kg. CubeSats fit into this category. Although this paper is not about nanosats per se, there are two important points to make in this area.

First, there have been many mission concepts proposed that could use nanosats as part of a communication system in support of probe missions.

Second, recent studies have identified “communications” and “navigation” to be two of the critical problems to solve in the use of nanosats in deep space. This means that to the extent the community wants to use nanosats as part of planetary probe missions, they will have to deal with these two issues as a major part of their development.

As an example of the first, consider the Mars CubeSat One (MARCO) mission [[endnoteRef:20]]. MARCO is being developed by NASA/JPL and will launch with the Insight Mars spacecraft in 2016. MARCO consists of two 6U CubeSats that will be released soon after launch. Insight and the two MARCO spacecraft will then travel independently to Mars. When Insight performs its entry, descent, and landing (EDL) on Mars, the MARCO spacecraft will relay communications fro Insight to Earth. This will provide enhanced visibility into the EDL and provide faster verification of the health of Insight in the Martian surface. It should be noted that Insight does not require MARCO to achieve its own mission success. Instead, MARCO is viewed as both a method of gathering substantially more engineering data from the EDL sequence (for use in subsequent missions) and as a demonstration of the use of nanosats as communication relays. [20: . Asmar S., “The Paradigm Shift of the Mars Cube One (MarCO) Mission,” Mars CubeSat/NanoSat Workshop, California Institute of Technology, Pasadena, California, 2014.] 
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Fig. 10. Artist’s conception of the MARCO spacecraft during Insight EDL

The aforementioned AIM mission to a binary asteroid proposes to use a pair of daughter CubeSats to help characterize the secondary asteroid before and after it is impacted by another craft. Communication between these CubeSats and Earth would be accomplished via a relay radio on the mother spacecraft.

In fact, daughter nanosats that communicate through relays on a mother spacecraft have been proposed for a number of possible NASA future missions, including some Discovery mission concepts. These, for the most part, would provide additional science observations to enhance the main mission.

Although there have been a multitude of LEO CubeSat missions already, communications and navigation for these is much simpler than what is needed for deep space missions. Most CubeSat missions have communicated to simple ground stations using UHF in the Amateur Radio Band. This has allowed for the use of readily available components for both the flight and ground systems. Additionally, navigation can usually be accomplished through the use of the existing Global Navigation Satellite System (GNSS) constellations. These have minimized the overall cost of these missions, allowing universities to use them as in their curriculum.

Nanosats in deep space require much more substantial communications systems. With the small size of the spacecraft and the limited power available, it is critical to take advantage either of relay radios on mother spacecraft or substantial Earth station capabilities. The latter provides a problem for universities that are used to providing their own communications to LEO spacecraft. Most universities do not have the large antennas that are required for communications with nanosats in deep space.

NASA has been working to create an alliance of universities to help provide a solution to this problem. We have started with Morehead State University in Kentucky. Morehead has a 21m antenna that has already been used to communicate with NASA LEO missions serving as a virtual extension of our Near Earth Network (NEN.) We are now working with Morehead to make their antenna compatible with the deep space standards so it can serve as an extension of the DSN.

The key to these kinds of alliances is the use of the existing international standards mentioned in Section 2. Although the antennas still need to be large, with sensitive detectors and large transmitters, at least the signal processing can be assembled from readily available components.
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Fig. 11. Morehead Statue University’s 21m antenna

NASA/JPL has also been developing standard components for deep space nanosats flight systems. We have facilitated nanosat communication from deep space be developing the IRIS radio mentioned in Section 5. IRIS fits into a CubeSat form factor and provides DSN-compatible standard communications at X-band. Future versions will also include Ka-band communications.
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Fig. 12. NASA’s IRIS CubeSat radio

JPL has is also developing a deployable Ka-band parabolic 0.5m antenna that also fits in a CubeSat form factor [[endnoteRef:21]]. [21: .	Sauder J and Thomson W, “The Mechanical Design of a Mesh Ka-band Parabolic Deployable Antenna (KaPDA) for CubeSats, AIAA-Scitech, Kissimee, 2015.] 
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Fig. 13. Artist’s conception of JPL 0.5m Ka-band deployable antenna

JPL has also begun development of a CubeSat-compatible optical terminal. Optical communications offers the potential of hundreds of kbps data rate from Mars distance.

9. POSSIBLE FUTURE PERFORMANCE

With all the develops underway at NASA and other space agencies, we should be able to meet the anticipated demand for and order of magnitude additional communications performance per decade from the next twenty years.

Fig. 14 shows possible future trunk line link performance for various destinations and assumptions on ground stations. The data in the table assumes NASA ground stations, but one can expect similar performance from other standardized facilities. 
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Fig. 14. Possible future trunk line performance

The Figure shows the downlink data rates that are possible according to mathematical solutions of the link equations. There will still be bottlenecks that will limit performance to smaller numbers. For example, at some point, the data rate will exceed the design capability of the flight radio. Also, if modulation with higher order than binary phase shift keying (BPSK) is used, then there will be spacecraft power penalty. The numbers for optical communications assume nighttime operations for the ground stations. The performance for daytime operations will be somewhat smaller. Finally, we have assumed inverse distance squared scaling from the Mars closest distance for the optical communications numbers. In fact, performance for very large distances and low data rates (including outer planets) will be somewhat less for the systems we are currently developing.

Relay links will likely not be the bottlenecks for future missions, so one can assume the rates in Fig.14 (modulo the above caveats) for returning data from daughter craft probes. 

Finally, we expect deep space navigation technology to develop in pace with the needs of future planetary probe missions.
10. SUMMARY

We have moved from an era of conceiving future deep space communications and navigation to an era of developing these systems in earnest. People planning the probe missions of the next two decades can begin planning to use these new capabilities – both on the spacecraft and on Earth.

We encourage space mission developers to continue working with us and with our counterparts at other space agencies so that the new capabilities can be transitioned to operations smoothly and with the most benefit of our future science and exploration endeavors.
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Distance Today 2025 2035
(AV) (Mbps) (Mbps) (Mbps)

DSN 34m 3x34m |34m 4 x34m |4 x 34m
Configuration X-band |X-band |Ka-band |Ka-band |Ka-band |Optical |Optical

3m 3m 3m 3m 3m 0.3m 0.5m

antenna antenna antenna antenna antenna optics optics
Spacecraft 100 W 100 W 100 W 100 W 180 W 10W 50 W
Configuration transmitter |transmitter |transmitter |transmitter |transmitter |transmitter |transmitter
Venus (Closest) 0.3 80.0 240 320 1,280 2,304 2,800| 29,461
Venus (Farthest)| 24 1.3 3.8 5 20 36 44 460
Mars (Closest) 0.6 20 60 80 320 576 700 7,365
Mars (Farthest) 26 1.1 32 4.26 17 31 37 392
Jupiter 54 0.247 0.741 0.99 3.95 711 8.6 91
Saturn 10.1 0.071 0.212 0.28 1.13 2.03 25 26
Uranus 19 0.020 0.060 0.08 0.32 0.57 0.70 7.3
Neptune 30.3 0.008 0.024 0.03 0.13 0.23 0.27 2.9





